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DCNN based Environmental Sounds Classification by Using Spectrogram Images and Various Data Augmentation Techniques
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Abstract
The DCNN from scratch and 11 transfer learning models used on the meaningful data augmented spectral images. The concept of fine-tuning layers with optimal

learning rates based discriminative learning was also used. This approach achieves the astonishing results on all used datasets. The strategy imnvolved was the

selection of the best pre-trained model, discussed in the approach, and tested on the aggregation of various features. This study also generates the two novel
acoustic features, based on Mel filter bank, and named as Log (LogMel) L2M, and Log (Log (LogMel)) L3M. The novel data enhancement techniques also

proposed which were the mixture of the reinforcement and aggregation of auditory features. This novel data augmentation approach was also tested on the real-

time extracted audio recordings, identical to the categories of the used datasets. This proposed approach also has outstanding results on real-time audio data.
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(b) Implemented proposed approach with Fine-tuning the transfer learning models (Strategy-2)

Results and Discussion

Table 1. Results 1n terms of the Accuracies on the proposed approach NAA
, NA-1 and NA-2 on evaluated datasets.
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Summary of This Research
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The major contributions of this research include two auditory features named as L2M
and L3M and the involvement of these SIF with Mel and LM to implement two NA-1
and NA-2. The first NA-1 involves the enhancement of SIF data by combining
various spectrogram-based audio features and NA-2 consists of the vertical

Methodology ACC ACC ACC
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This study 99.04 97.30 99.49

Proposed NAA
(ResNet-152)

2020
aggregation of these images in pairs. The baseline datasets used in the experiment
were ESC-10, ESC-50, and Us8k. The best accuracy for ESC-10 and ESC-50 datasets Proposed NA-1 This study 98.71 97.05 97.98
has been reported are shown in Table 1. (DenseNet-161) 2020
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