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Application of Machine learning (ML) in the Manufacturing Process of

Semiconductors-- To improve OPC verification accuracy
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In the field of lithography, the method of correcting the image distortion 1s called optical proximity correction (OPC). Now the mainstream OPC
technology 1s model-based OPC, which 1s characterized by the need to collect a huge amount of wafer feature size to build a model. If a hotspot
appears, all previous efforts will be wasted. So hotspot repair and model re-correction are important tasks. In addition, how to speed up the model
establishment and improve the accuracy are also important topics of advanced OPC. Traditionally, the OPC correction method consumes a lot of
manpower and computing resources. If machine learning 1s used, the accuracy rate can be greatly improved and the computing time can be
reduced.

[ have started to use machine learning to develop a hotspot detection method. At present, it can obtain a detection rate of 99.9%. The next stage
will focus on using the optimized machine learning model to detect GDS patterns, feed the results back to the OPC verification model, and then
modify the OPC recipe so that large-scale corrections can be made efficiently before the circuit 1s exposed.
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input Class imbalance: Current methods to solve data imbalance include:
l « Augmentation (Zoom/contrast) » Oversampling/undersampling
: ’ OVEISﬂmplme | » Set a larger loss weight for minority categories
I Data Preprocessing | -+ Random-mirror flipping and upsampling - Increase the detection rate of minority class

SMOTE (Synthetic Minority Oversampling Technique) - Not good for majority class

- Cause false alarm to increase
h 4

; : +  Supervised model A novel two-stage classifier will be proposed to reduce
| Classification | -
(ResNet50V2/Xception.etc) false alarms.

* Semi-supervised model

Combined with the NGR 1mages detection results, the
ML model 1s used to directly detect the OPC contour
pattern.
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Discriminative Model
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Unlabeled dataset
Semi-supervised learning architecture flowchart
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